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1 INTRODUCTION 

Because of their importance as historical sources, old maps are steadily becoming more interest-
ing to researchers and public users. However, users are no longer satisfied with only a simple 
digitization and online publications of them. Users primarily require advanced web tools for 
more sophisticated work with the digitized old maps. 

One of the useful tools is automatic classification of old digitized maps. This process allows 
to automatically detect areas with common characteristic, i.e. forests, water surfaces, buildings 
etc. From technical point of view is it a problem of assigning the image's pixels to one of several 
classes defined in advance. If the map is georeferenced the classified image can be used to de-
termine the surface areas of the classified regions, or otherwise evaluate their position. 

 Unfortunately, quite substantial difficulties can be expected when attempting to apply these 
tools. The main cause of these difficulties is varied quality of digitized old maps resulting from 
damage caused to the original maps by time or storage conditions and from varying scanning 
procedures. Even individual maps from a single map series can differ quite a lot.  
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ABSTRACT: Because of their importance as historical sources, old maps are steadily becoming 
more interesting to researchers and public users. However, the users are no longer satisfied only 
by simple digitization and on-line publication. Users primarily require advanced web tools for 
more sophisticated work with old maps. 

This paper is concerned with classification of digitized old maps in form of raster images. An 
automatic classification of digital maps is useful tools. This process allows to automatically de-
tect areas with common characteristic, i.e. forests, water surfaces, buildings etc. Technically it is 
a problem of assigning the image's pixels to one of several classes defined in advance. If the 
map is georeferenced the classified image can be used to determine the surface areas of the clas-
sified regions, or otherwise evaluate their position. 

Unfortunately quite substantial difficulties can be expected when attempting to apply these 
tools. The main cause of these difficulties is varied quality of digitized maps resulting from 
damage caused to the original maps by time or storage conditions and from varying scanning 
procedures. Even individual maps from the same map series can differ quite a lot. 

The review of the main classification methods with special emphasis on the Bayesian meth-
ods of classification is given. An example of this classification and its use is also given. Web 
application of raster image classification is introduced as well. The web application can classify 
both individual images and raster data provided via Web Map Services (WMS) with respect to 
OGC standards (Open Geospatial Consortium). After gathering the data, classification is applied 
to distinguish separate regions in the image. User can choose between several classification 
methods and adjust pertinent parameters. Furthermore, several subsequent basic analytical tools 
are offered. The classification results and registration parameters can be saved for further use.
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 The basic prerequisite for processing old maps in this way is to have them scanned and pub-
lished on-line in standardized way, because only then the maps will be available easily enough 
to research, develop and try sufficiently robust and efficient solutions to presented problems. 
Classification of raster images of the old maps will be further discussed in chapter 2 with special 
emphasis on the Bayesian methods of classification. 

2 CLASSIFICATION OF RASTER IMAGES OF THE DIGITIZED OLD MAPS 

2.1 Problem formulation 
Regions with some characteristic features have to be localized in a digital image of digitized old 
map. These features could be uniquely derived from the given attributes of pixels, e.g. color of a 
pixel. The whole image has to be decomposed into disjoint regions and each region has to be at-
tributed by a unique class according to the prevalent characteristic features. The set of classes 
has to be given in advance. The decomposition task, i.e. classification, results in assignment a 
specified class to each pixel in the given digital image. 

2.2 The required result 
Result of classification has to be in form of a new image that consists of homogenous disjoint 
regions of different classes. The regions are distinguishable by class labels or colors that are ex-
plained in the associated legend. 

2.3 Review of the main classification methods 
Vast number of different classification methods have been designed during short history of de-
velopment of computer image processing. Two main groups of classification methods can be 
recognized: deterministic and statistic. Other distinction between classification methods is based 
on practical circumstances of solution of the classification problem. When some characteristic 
features of the classes are available, the classification is called supervised. If no preliminary data 
about classes are known in advance, unsupervised classification (cluster analysis) has to be per-
formed. Statistical supervised classification, see e.g. (Webb 2003), (Denison, Holmes, Mallick 
& Smith 2002), presents more powerful tool than the other kinds of classification. 

Statistical characteristics of the all admissible classes have to be known at statistical super-
vised classification. The most common way of gaining characteristic features of classes is to de-
termine training sets in the given image. Training set is a region in the image which well repre-
sents certain class. Searching for other regions with similar characteristic features is the task of 
supervised classification. Principle of statistical supervised classification is based on geometric 
notion of feature space. Feature space is an Euclidean space of points, whose coordinates are 
features that characterize each pixel in the image. Typical example of feature space is color 
space RGB. Each pixel of digital image displays as a point with coordinates that are the fea-
tures, e.g. color components Red, Green, Blue. Points in feature space create clusters that repre-
sent particular classes. Some points of these clusters correspond to pixels that belong to a train-
ing set. These points can be labelled by identifier of a corresponding class. With the aid of the 
labelled points of training sets, other points in feature space have to be labelled to complete the 
classification. Hence the classification task can be formulated as a rule for labelling pixels dis-
played in feature space. This rule, called classifier, can be searched for by means of several 
manners. The most common classifiers are e.g. linear, nearest neighbor or Bayesian classifiers. 
Bayesian classification that is the most important member of the family of statistical supervised 
classification will be studied in the sequel. 
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2.4 Bayesian classification 

2.4.1 Input data and assumptions 
A digital image is given where training sets are determined. Certain number of classes is chosen 
to distinguish regions of different characteristics. Let 𝒞𝒞 be the set of the all classes. Each train-
ing set is assigned to a certain class. Each class has to be represented by one training set at least. 
Furthermore a prior probability 𝑃𝑃(𝐶𝐶) has to be known for each class 𝐶𝐶 in 𝒞𝒞. The prior probabili-
ties describe general preliminary information about presence of classes in the given image. 

2.4.2 Solution of the problem 
The classification problem is solved by Bayesian classifier in this contribution. The Bayesian 
classifier stems from Bayes formula (see e.g. (Webb 2003)). This formula enables to compute 
the probability that a pixel with feature vector 𝐹𝐹 belongs to class 𝐶𝐶. It is conditional probability 
𝑃𝑃(𝐶𝐶|𝐹𝐹). We can estimate opposite conditional probability 𝑃𝑃(𝐹𝐹|𝐶𝐶) for any feature vector 𝐹𝐹 and 
class 𝐶𝐶 with the aid of the training sets. Expression 𝑃𝑃(𝐹𝐹|𝐶𝐶) stands for probability that a pixel of 
class 𝐶𝐶 has feature vector 𝐹𝐹. Under these assumptions for known prior probabilities 𝑃𝑃(𝐶𝐶) the 
Bayes formula has form: 

𝑃𝑃(𝐶𝐶|𝐹𝐹) = 𝑃𝑃(𝐹𝐹|𝐶𝐶)𝑃𝑃(𝐶𝐶)
∑ 𝑃𝑃(𝐹𝐹|𝑇𝑇)𝑃𝑃(𝑇𝑇)T∈𝒞𝒞

 (1) 

The last step of the classification procedure comprises assignment of class 𝐶𝐶 to pixel with 
feature vector 𝐹𝐹 to maximize posterior probability 𝑃𝑃(𝐶𝐶|𝐹𝐹). 

 Crucial problem resides in computation of probabilities 𝑃𝑃(𝐹𝐹|𝐶𝐶), since it is sensitive to input 
data in training sets. Three variants of Bayesian classification will be presented to cover most 
cases of determining training sets. 

2.4.3 Basic variant 
The simplest way of computation probabilities 𝑃𝑃(𝐹𝐹|𝐶𝐶) is based on relative frequency of pixels 
in the training set. Let us denote 𝑛𝑛𝐶𝐶 the overall number of pixels in training set of class 𝐶𝐶 and 
𝑛𝑛𝐶𝐶,𝐹𝐹 the  number of pixels with feature vector 𝐹𝐹 in the same training set. Then the probability 
𝑃𝑃(𝐹𝐹|𝐶𝐶) can be approximately estimated by 

𝑃𝑃(𝐹𝐹|𝐶𝐶) = 𝑛𝑛𝐶𝐶,𝐹𝐹
𝑛𝑛𝐶𝐶

 (2) 

2.4.4 Extended variant 
The extended variant is based on assumption, that clusters of the same class are normally dis-
tributed. Under this assumption each training set could be extended by adding other pixels with 
similar features as the original pixels selected by the actual training set in the chosen cluster. 

Pixels, whose feature vectors are sufficiently close to the center of the cluster, could be treat-
ed as members of the actual class 𝐶𝐶. Such pixels can extend the actual training set to create a 
new, extended training set. The extended training set is more representative, but there is some 
risk that some of its pixels do not belong to the actual class 𝐶𝐶. If the risk is small (e.g. less then 
0.05), it is possible to compute relative frequency (2) with greater values of 𝑛𝑛𝐶𝐶, 𝑛𝑛𝐶𝐶,𝐹𝐹. Better es-
timation of probabilities 𝑃𝑃(𝐹𝐹|𝐶𝐶) could be reached by this way. The problem is in definitions of 
riskiness and sufficient closeness to the center of cluster.  

 The distance of additional pixels from the center of cluster is measured by Mahalanobis dis-
tance. The limit distance below which the pixels are considered close has to be determined in 
accordance to the risk of appending wrong pixels. 

2.4.5 Nearest neighbor variant 
This variant is based on assumption of normality of clusters as in the previous variant. Indeed, 
membership of a pixel into a class is computed as a distance of the pixel from the center of the 
cluster. The pixel is assigned to the class, whose training set is the nearest to the pixel in ques-
tion. The metrics for measuring the distance is derived from Mahalanobis distance. The distance 
between a pixel and a training set of class 𝐶𝐶 is a posterior probability 𝑃𝑃(𝐶𝐶|𝐸𝐸ℎ) which is given 
by Bayes formula in the consequent form. 
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𝑃𝑃(𝑃𝑃|𝐸𝐸ℎ) = 𝑃𝑃(𝐸𝐸ℎ|𝐶𝐶)𝑃𝑃(𝐶𝐶)
∑ 𝑃𝑃(𝐸𝐸ℎ|𝑇𝑇)𝑃𝑃(𝑇𝑇)𝑇𝑇∈𝒞𝒞

 (3) 

Symbol 𝐸𝐸ℎ depends on the risk of appending wrong pixels. 

3 PRACTICAL ON-LINE SOLUTION 

Web application for practical solution of Bayesian classification was created. The application, 
named WACLASS, is available at www.vugtk.cz/ingeocalc/igc/classification/ and works as a 
client - server application. 

The client part of the application supports all the user operations, namely design of classes, 
definition of training sets and so on. The actual classification runs on the server side of the ap-
plication. This part of the application was programmed in Python language with the aid of web 
framework Django and image processing library PIL (Python Image Library). Client side of the 
application is based on standard web technologies such as HTML, Javascript, and SVG (Scala-
ble Vector Graphics). It means that the application can be used on practically any computer that 
is connected to Internet with any web browser. More information about this web application 
with its features, data sources, possible variants of classification, analytical tools and application 
controls are in (Talich, Böhm & Soukup 2012). 

4 PRACTICAL EXAMPLE 

This chapter presents an example of use of automatic classification for estimating the surface 
area of former lake Štítarský in the first half of 19th century. This lake lay near present day 
Vinice village near Městec Králové town. The lake can be found on II. Military Survey maps, 
but it no longer exists today in its former size.  

By comparing the old maps with contemporary maps it is possible to see that only small rem-
nants of the original water body are left. The original size of the lake can be determined by us-
ing web application for raster image classification mentioned above and accessible on the 
www.vugtk.cz/ingeocalc. This application is part of a knowledge system for decision support 
based on geodata created in VÚGTK between years 2006 and 2011. The application can display 
(among others) the maps of II. Military Survey provided as WMS (OGC 2006) and use it as data 
source. 

When the map is displayed it is necessary to select training areas – representative samples of 
the areas of interest. In this case, the area of interest is water surface and it is best represented by 
several rectangular areas inside the lake Štítarský (see figure 1). Based on these training areas 
the application classifies the image, i.e. marks pixels with satisfying degree of similarity the 
pixels from training areas as water surface. Based on the characteristics of the processed image 
it might be necessary to try different classifying methods and/or adjust parameters of these 
methods.  

When the result of classification is satisfying (see figure 2), the surface areas of classified re-
gions can be computed by using the „Statistics“ utility from the „Tools“ menu. This tool gener-
ates a table listing total surface areas of all classified regions in the image. In this case the area 
of water surfaces – the surface area of lake Štítarský in the first half of 19th century - is approx-
imately 112 ha (hectare). For better demonstration a layer with contemporary map source can be 
displayed, for example the Basic Map of the Czech Republic 1 : 10 000 (as shown on figure 3). 
The classified region then clearly designates the area where the lake used to be and changes to 
the area can be easily discerned. 

http://www.vugtk.cz/ingeocalc/igc/classification/
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Figure 1. Lake Štítarský, training areas selection. 

 

 
Figure 2. Lake Štítarský, result of classification. 
 

 
Figure 3. Lake Štítarský, classification result displayed over contemporary map source. 
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5 CONCLUSION 

The goal of this contribution was to point out the fact, that today users of the old maps are not 
content with bare on-line accessible maps any more. Nowadays an added value is required – on-
line tools that allow to use the digitalized maps more efficiently, more easily and to get more in-
formation from them than from the original paper maps. One of such useful tools can be the au-
tomatic classification of old digitized maps.  

This article discusses the methods for automatic classification of raster images of the old 
maps and presents a practical on-line tools and a practical example of use of classification of old 
maps. One of the practical results of such a classification can be, for example, the discovery of 
the original area of the water surface (lake) from the old map in a certain period. 
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